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Abstract—This paper presents the design of a Lifetime-Aware
Centralized Q-routing Protocol (LACQRP) for Wireless Sensor
Network (WSN) to maximize the network lifetime. This is
achieved by implementing Q-learning on the sink of the WSN,
which also acts as a controller that has global knowledge of
the network topology as enabled by Software-Defined WSN
(SDWSN). The controller generates all possible distance-based
minimum spanning trees (MSTs), which form the set of rout-
ing tables (RTs). The maximization of the network lifetime
is achieved by the controller learning the routing table that
minimizes the maximum of the sensor nodes’ consumption ener-
gies using Reinforcement Learning (RL). The simulation results
show that the LACQRP learns the best RT that maximizes the
network lifetime and has a better network lifetime performance
when compared with recent distributed RL routing protocols
for lifetime optimization, which are Reinforcement Learning-
Based Routing (RLBR) and Reinforcement Learning for Lifetime
Optimization (R2LTO).

Index Terms—reinforcement learning, routing, wireless sensor
network, software-defined wireless sensor network, network life-
time, path optimization

I. INTRODUCTION

A wireless sensor network (WSN) is a group of densely
deployed, spatial wireless nodes that carry out application-
specific tasks such as tracking, data logging, monitoring, etc. in
a given environment with the aim of aggregating and sending
the recorded data to a central location [1]. The wireless nodes
are limited in memory, battery capacity, and computational
power. This makes the problem of optimizing the lifetime of
WSN by reducing the energy consumption of the wireless
nodes a challenging task [2]. To tackle this problem, the
software-defined WSN (SDWSN) paradigm has been proposed
in recent works [3]. SDWSN involves the integration of
WSN and software-defined networking (SDN) into a unified
framework. SDN is a technology that separates the data plane
from the control plane in network devices, allowing network
control functions to be centralized [4]. SDN enables adaptive
configuration of network devices and simplifies the complexity
of management of these devices by the use of a central
controller that has global knowledge about the entire network
[5]. Therefore, in the SDWSN paradigm, a central controller

performs the control and computational functionalities of the
WSN, allowing the wireless nodes to perform the task of
data forwarding [6]. This makes the SDWSN concept to be
suitable in reducing the energy consumption of sensor nodes
during routing of data packets to the sink and hence improves
the network lifetime [7]. The SDN controller because of its
global information of the network can build several minimum
spanning trees (MSTs) to be used as possible routing tables
(RTs) by the sensor nodes to send data packets to the sink.
Consequently, due to the dynamics of the SDWSN such as
topology and traffic changes, Reinforcement Learning (RL)
can be used to learn the best MST to optimize the network
lifetime. RL is a field of machine learning that enables an agent
to learn the dynamic behavior of its environment by taking an
action based on its current state which improves learning with
time (maximizing the concept of cumulative reward) using trial
and error interaction on the environment [8]. For example, a
central controller interacts with all the nodes in the network
to make routing decisions for the nodes. In this case, the
agent is the controller and the environment is the controller’s
neighborhood, the state is the current tree the nodes are using
to send data packets, and the action is the selection of the
next tree to be used by all the nodes to send packets. Existing
protocols provided on unicast routing for WSN with RL
for network lifetime optimization to the best of the authors’
knowledge are implemented in a distributed manner. These
distributed RL- based unicast routing protocols are constrained
by the learning agent having localized information of the entire
network. This causes delay in learning the optimal routing path
as a result of the exchange of the network information between
the network nodes. This will affect the network lifetime and
simulation run time. These drawbacks are alleviated by the
proposed centralized unicast RL-based routing protocol called
Lifetime-Aware Centralized Q-routing Protocol (LACQRP).

This paper is organized as follows: A review of similar
works is provided in section II and the methodology of the
proposed LACQRP is presented in section III. The simulation
and results are discussed in section IV and section V concludes
the paper.

2021 17th International Conference on Wireless and Mobile Computing, Networking and Communications (WiMob)

978-1-6654-2854-5/21/$31.00 ©2021 IEEE 363



II. REVIEW OF SIMILAR WORKS

The first hop-by-hop routing protocol to utilize RL is called
Q-routing proposed by Boyan and Littman, (1994) [9]. Q-
routing minimizes the packet delivery delay. However, Q-
routing suffers from Q-value freshness, slow convergence, and
it is very sensitive to parameter setting. Different works have
considered the design of routing protocols to optimize the
lifetime of WSN using RL. The sequel gives the presentation
of these works. Wang and Wang, (2006) proposed a rout-
ing algorithm called Adaptive Routing for WSNs using RL
(AdaR) to maximize the network lifetime [10]. The protocol
uses the multiple factors of hop count, residual energy, link
reliability, and the number of routing paths crossing a node
to determine the optimal routing path. AdaR converges faster
than Q-routing to the optimal solution and does not suffer
from the problem of initial parameter setting. Dong et al.,
(2007) proposed for ultra-wideband sensor networks a Re-
inforcement Learning Based Geographical Routing Protocol
(RLGR) [11]. The protocol seeks to improve the network
lifetime by reducing packet delivery delay and distributing
energy consumption among nodes uniformly. RLGR considers
hop counts to the sink, residual energy of nodes in choosing
the next forwarder. RLGR improved the network lifetime by
at least 75 percent when compared with Greedy Perimeter
Stateless Routing (GPSR) [12] by simulation. Yang et al.,
(2013) proposed a reinforcement learning-based routing proto-
col between sensor nodes and mobile sinks, which are vehicles
[13]. The protocol enable the direct interaction between the
sensor nodes and the mobile sinks taking multiple metrics
such as residual energy, hop count in learning the routing
paths. Renold Chandrakala, (2017) proposed for WSNs a
routing protocol called Multi-agent Reinforcement Learning-
based Self-Configuration and Self-Optimization (MRL-SCSO)
[14]. In this protocol, the reward function is defined using the
buffer length and the node residual energy. The next forwarder
selected is the neighbor with the maximum reward value.
The protocol also incorporates the sleeping scheduling scheme
to decrease the energy consumption of nodes. The network
lifetime of MRL-SCSO is higher than that of Collect Tree
Protocol (CPT) [15] when compared by simulation. Geo et
al., (2019) proposed for WSN a Q-learning routing protocol
called a Reinforcement Learning-Based Routing (RLBR) to
optimize the network lifetime [16]. RLBR search for opti-
mal paths for transmitting packets from each node to the
sink taking into consideration of hop count, link distance,
residual energy in its reward function. RLBR utilizes transmit
power adjusting and data packet carrying feedback scheme
to increase packet delivery, balances the energy consumption,
and reduces the overall energy consumption. RLBR performs
better than Q-Routing, MRL-SCSO in terms of network life-
time and energy efficiency. Bouzid et al., (2020) proposed a
routing protocol for WSN known as Reinforcement Learning
for Lifetime Optimization (R2LTO) to optimize lifetime and
energy consumption [17]. R2LTO learns the optimal paths
to the sink by considering the hop count, residual energy,

and transmission energy (distance) between nodes. R2LTO
consists of two processes, which are the discovery process
to know the network topology and the continuous learning
routing process. The effectiveness of R2LTO is carried out by
comparison with Q-routing and RLBR by simulation, and the
results show that R2LTO performs better in terms of network
lifetime and energy efficiency. The RL-based routing protocols
to optimize network lifetime reviewed so far are distributed in
nature. These distributed protocols are constrained by having
local information available at each sensor node regarding the
present network connectivity. This results in a slow calculation
and learning of the optimal routing path because of the time
required to exchange routing information among neighboring
nodes. This results in degradation in the network lifetime.
Because of the drawbacks associated with the distributed RL-
based unicast routing in WSNs, this paper aims to maximize
the network lifetime in WSN with centralized routing protocol
using RL.

III. METHODOLOGY

The topology of the WSN is modeled as a weighted graph,
G = (V,E). V is the set of network nodes (vertices) and E is
the set of network links (edges). The connection between two
nodes in the network is represented by a distance edge weight.
In the proposed routing protocol, each WSN node broadcasts
Hello packets after the initialization of the network. Based
on the received Hello packets, the sink/controller builds the
network graph and computes a list of all routing tables (RTs)
based on distance-based minimum spanning trees (MSTs)
[18]. The choice of the distance-based MST is because the
transmission energy that the sensor nodes use to send packets
is a function of the distance between nodes.

A. All MSTs Algorithm

The algorithm and the complexity of generating all MSTs
are explained in the sequel.
The node set and edge set of the network graph are V =
{v1, ..., vn} and E = {e1, ..., em}⊆V × V , respectively.
An integer weight w(e) > 0 is associated with each edge
e ∈ E. The sum of the weights of constituent edges for
an MST is depicted as weight w(T ). The list of all MSTs
of the network graph is obtained by using a set of fixed
edges F = {e1, ..., ek} and a set of restricted edges R⊆E
in G that is disjoint with F , where k is the number of
elements in F . An MST is said to be (F,R)-admissible if
it contains all edges of F , but does not contain those of R.
An MST of G, obtained by any standard MST algorithm [19]
is used to divide the problem P of finding an MST into a
set of mutually disjoint sub-problems P ({e1, ..., ei−1}, {ei}),
where i = 1, ..., n − 1. This implies that the sub-problems
i = 1, ..., n − 1 list all the MSTs that contain e1, ..., ei−1,
but do not contain ei. Therefore the problem P becomes
P (F,R): List all the MSTs, which are (F,R)-admissible.
an MST that is (F,R)-admissible is denoted by T (F,R) =
F∪{ek+1, ..., en−1}. For i = k + 1, ..., n − 1, Fi and Ri

are defined as Fi = F∪{ek+1, ..., en−1} and Ri = R∪{ei},

2021 17th International Conference on Wireless and Mobile Computing, Networking and Communications (WiMob)

364



respectively. Moreover, let e be an arbitrary edge of an (F,R)-
admissible MST, T of G. Deleting e from T divides it into
two non-connected components V1 and V2. Cut(e) is the set
of edges that can substitute e and reconnect V1 and V2, and
is defined as Cut(ê) = {e∗ ∈ E|e∗ ∈ (V1 × V2)∪(V2 × V1)}.
From the cut-set optimality condition for MST, for a pair of
edges e ∈ T and e∗ ∈ Cut(e)\{e}, T∪{e∗}\{e} defines an
MST. Renumbering the vertices of the (F,R)-admissible MST
at each sub-problem P (F,R) in a post-order fashion as T
is transverse from an arbitrary root as {vi|i = 1, ..., n}, this
makes T to be rooted at vn, thereby making ei to be an edge
connecting vi to be its parent vertex in T . An interval [σi, ψi]
is associated with vi and represents the set of descendants of
it. This implies that j ∈ [σi, ψi]⇐⇒ vj is a descendant of vi
in T rooted at vn. Denoting Ei = {(vi, vj) ∈ E|(vi, vj) /∈ T}
as a set that are not tree edges incident on vertex vi and
the set of quasi-cuts, Q to be a set of elements of the form
(w, v, v∗) ∈ Q. This implies e = (v, v∗) ∈ E has weight
w(e) = w, and is a candidate of a cut-set edge. Q is then
use to find the substitute e∗i of ei ∈ T\F which enables
getting T∪{e∗i }\{ei} as a new MST and updating it for
the next ith sub-problem. The All MSTs algorithm runs in
O(Nm log n) time and O(m) space. Where n, m, and N are
the number of nodes, edges, and MSTs of the network graph,
respectively. This is because Q includes a maximum of m
elements, and for every non-tree edges, a maximum of two
Inserts and two Deletes are performed. Also, for every tree
edge, a maximum of one Find is performed. Because Q is
an order set, every Inserts, Deletes, and Find is executed
in O(logm) time. Therefore the total substitutes is performed
in O(m logm) = O(m log n) time. The other computation
like traversing G along T , finding intervals [σi, ψi], and
renumbering V in post-order manner is done in O(m) time.
The algorithm for generating all the possible MSTs of a
network graph using this description is given in Algorithm
1.

B. Lifetime-Aware Centralized Q-Routing Protocol

In this work, the lifetime of the network is considered as
the time required for the first sensor node to die. Therefore, a
centralized RL-based unicast routing protocol is designed for
a WSN to maximize the minimum Estimated Node Residual
Energy (ENRE) of the sensor nodes in the network. There-
fore, the optimization problem is to find the RT of the WSN
such that:

MinimumENREn (for all n) is Maximized (1)

This is because, despite using the MSTs as the RTs to
minimize the energy consumption of sensor nodes, the number
of paths crossing each sensor node in the different RTs differs.
This parameter makes the energy consumption of each sensor
node to be different when using the different RTs for routing.
The RT that has the minimum number of paths crossing a
particular sensor node will drain less energy from the sensor
node. Therefore, to prolong the time taken for the first sensor
node to die, the proposed routing protocol tends to find the RT

Algorithm 1 All MSTs Algorithm
Input: F , R, T
Output: All MSTs

1: Q = {}
2: for i = 1 to n− 1 do
3: for e = (vi, vj) ∈ Ei\R do
4: if j < σi then
5: Reverse the direction
6: if (w(e), j, i) ∈ Q then
7: Delete it from Q
8: Insert (w(e), i, j) into Q
9: end if

10: end if
11: if j ∈ [σi, ψi] then
12: if (w(e), j, i) ∈ Q then
13: Delete it from Q
14: end if
15: end if
16: if j > σi then
17: Insert (w(e), i, j) into Q
18: end if
19: end for
20: if ei /∈ F then
21: Find (w, i∗, j∗) 3 w = w(ei) and j∗ ∈ [σi, ψi]
22: if such an (w, i∗, j∗) is found with j∗ ∈ [σi, ψi] then
23: Delete (w, i∗, j∗) from Q, and go to line 21
24: end if
25: if such an (w, i∗, j∗) is found with j∗ /∈ [σi, ψi] then
26: Set e∗i = (vi

∗
, vj

∗
). {Subsitute for ei found.}

27: end if
28: end if
29: end for
30: for i = k + 1 to n− 1 do
31: if e∗i exists, then
32: Set Ti = T ∪ {e∗i }\{ei}
33: Output Ti {Comment: A new MST is found}
34: Set Fi = F ∪ {ek+1, ..., ei−1} and Ri = R ∪ {ei}
35: Call All MST (Fi, Ri, Ti) recursively
36: end if
37: end for

that has the least number of paths crossing a particular sensor
node to be used for routing packets to the sink. The learning
agent is located at the controller that also acts as the sink.
The sink collects all the data sent by the sensor nodes in the
network. The controller builds all the possible RTs. Therefore,
the state space S and action space A of the learning agent are
the lists of all RTs. The state of the learning agent is the RT
that the sink is using to receive packets from the sensor node
at the current learning round and the action is to choose the
next RT that will optimize the network lifetime. After, each
round of data transmission by the sensor nodes to the sink,
each sensor node sends its residual energy to the sink. Based
on the residual energy of each sensor node, the sink estimates
the energy consumption of each sensor node in the previous
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round of data transmission. To make the learning meaningful,
the Q-value in equation (2) is made to denote the value of
the maximum energy consumption of the sensor nodes in the
network when using a particular RT in sending data packets
to the sink.

Qt(st, at) = (1−α)Qt−1(st, at)+α

[
Rt+γ∗max

a∈A
{Q(st+1, a)}

]
(2)

where α is the learning rate and γ is the discount factor. The
achievable reward Rt in each learning round is modeled as
the maximum of the energy consumption by the sensor nodes
in the network when a particular RT is used and is given as:

Rt = max
n∈V
{ECn} (3)

where ECn is the energy consumption of the nth sensor node
and V is the set of sensor nodes in the WSN. This implies
that the sink evaluates the effectiveness of the RT based on
the reward function after a round of data transmission. To
maximize the minimum estimated node residual energy of the
sensor nodes and thereby maximizing the lifetime of the WSN,
exploration of the solution search space is ensured by choosing
the RT that has a minimum Q-value using the epsilon-greedy
strategy [8]. That is given a probability value of epsilon,
ε ∈ [0, 1] and a random number, r ∈ (0, 1) generated in each
learning round, the action at is selected as:

at =

Random action, if r > 1− ε
argmin

a∈A
{Qt(s, a)}, otherwise. (4)

The proposed LACQRP for finding the optimal RT for maxi-
mizing the network lifetime of the WSN is given in Algorithm
2.

Algorithm 2 LACQRP
Input: Learning rate, Discount factor, Epsilon, Number of

learning rounds, List of RTs
Output: Optimal RT

1: Initialize the Q-value for each state-action pair as zero.
2: Initialize a random RT as the current state of the controller.
3: for i = 1 to Number of learning rounds do
4: The controller chooses an RT using equation (4) and

broadcast it to each sensor node.
5: Each sensor node sends its data to the sink using the

RT.
6: The controller evaluates the effectiveness of the RT

using equation (3).
7: The controller updates it Q-value using equation (2).
8: The controller updates its state as the current RT.
9: if Any sensor node depletes it energy source, then

10: break
11: end if
12: end for
13: return The optimal RT as the RT with the highest

percentage utilization.

Since Algorithm 2 depends on Algorithm 1 to generate
all MSTs, which are used as the RTs, the asymptotic time
complexity of Algorithm 2 is the same as that of Algorithm
1. Also, Algorithm 2 requires the initialization of a Q-
matrix which depend on the size of the list of RTs. Therefore
the asymptotic space complexity of Algorithm 2 is O(N).
Where the upper bound of N is n(n−2). The convergence
of the LACQRP to the optimal RT will be demonstrated by
simulation. The optimal RT is the RT that has the highest
percentage utilization. The percentage utilization of an RT is
the ratio between the time the RT is used and the network
lifetime. That is, the percentage utilization of an RT is given
as:

URT =
TRT

LT
(5)

Where URT is the percentage utilization of an RT, TRT is the
time the RT is used, and LT is the network lifetime.

IV. SIMULATION AND RESULTS DISCUSSIONS

The performance of the LACQRP is achieved by simula-
tions using the performance metric of network lifetime. The
network lifetime of the LACQRP is compared with recent
distributed RL protocols for network lifetime maximization for
WSN which are RLBR [16] and R2LTO [17]. The network
lifetime is computed as the time taken for the first sensor
node to deplete its energy source. The energy consumption of
the nth sensor node in each round is the difference between
its previous estimated node residual energy, ENREPrevious

n

and its current estimated node residual energy, ENRECurrent
n

after the end of a round. Therefore, the energy consumption
of the nth sensor node after a learning round is given as:

ECn = ENREPrevious
n − ENRECurrent

n (6)

Where ECn is the energy consumption of the nth sensor node
after a round. The energy consumed in sending and receiving
data is given by equation (7) and equation (8), respectively
[20].

Etx(b, d) =

{
Eelecb`+ efsbd

2 if d 6 do

Eelecb`+ empbd
4 if d > do

(7)

Erx(b) = Eelecbτ (8)

where b is the number of bits per packet, d is the distance
between the sender and the receiver, ` is the number of
packets sent by a sensor node per round, τ is the number
of packet received by a sensor node per round, Etx(b, d)
is the transmit energy, Erx(b) is the received energy, Eelec

is the electronic energy to transmit or receive unit data of
the packet. efs, emp are the transmit amplifier efficiency and
depend on the transmitter amplifier model (free space model
is used when d 6 do, otherwise the multipath model is used).
do is the reference distance and is obtained by equating the
two expressions at d = do and is given as:

do =

√
efs
emp

(9)
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In equation (7), energy consumption by a sensor node in
sending packet(s) is a function of a continuous distance, but in
practice the transmission power of a sensor node at less than
the transmission range is used. This is implemented by nor-
malizing the continuous distance with the transmission range
and applying the ceil function on the normalized distance. The
LACQRP, RLBR and R2LTO are implemented with python 3.8
under the “PyCharm” development environment. The python
networkx module is used to implement the graphical structure
of the WSN [21]. The code is executed on a 10th generation
Intel core i7-10510U laptop with a 4.9 GHz processor and 16
GB of RAM. The simulation parameters used to implement
the network and the randomly generated connected WSN are
as shown in Fig. 1. and Table 1, respectively.

Fig. 1. The Deployed WSN.

TABLE I
SIMULATION PARAMETERS

Values
Number of sensor nodes 100

Number of sink node 1
Deployment area 1000 m × 1000 m

Sensor node deployment Random
Sink position (500, 500)

Transmission range 50 m
Data packet size 512 bits

Packet generation rate 1 /s to 10 /s
Initial energy of sensor nodes 100 J to 1000 J

Eelec 50 nJ/bit
efs 10 pJ/bit/m2

emp 0.0013 pJ/bit/m4

Learning rate 0.7
Discount factor 0.0

Epsilon 0.1

Fig. 1 shows the graphical representation of the randomly
deployed WSN. The deployed WSN has a maximum number
of 216 RTs when the transmission range of the sensor nodes is
set as 50 m. The LACQRP converges to the optimal RT with
the highest percentage utilization that maximizes the network
lifetime. The network lifetime of LACQRP is compared with
RLBR and R2LTO for increasing initial energy and packet

generation rate of the sensor node as shown in Fig. 2 and Fig.
3, respectively.

Fig. 2. Network Lifetime with increasing Initial Node Energy

Fig. 3. Network Lifetime with increasing Packet Generation Rate

Fig. 2 shows the network lifetime of both protocols when
the packet generation rate is set as one packet per second
and the initial sensor node’s energy is varied with the same
amount. The network lifetime increases linearly with the initial
sensor node’s residual energy. This is because the lifetime of
a sensor node is proportional to its residual energy. The linear
relationship is also attributed to the same packet generation
rate at the sensor nodes during the rounds of data transmission.
The LACQRP has a better network lifetime performance of
90.14% and 9.26% when compared to RLBR and R2LTO,
respectively with increasing sensor node residual energy. This
is because the LACQRP agent has global information of the
network topology and can quickly learn the best RT from the
list of all RTs that maximizes the network lifetime. LACQRP
is different from the RLBR and R2LTO that are distributed in
nature and are constraint by the learning agent having local
information for the entire network. This results in a delay in
learning the optimal routing path and therefore degrades the
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network lifetime. Both RLBR and R2LTO consider the energy
of sensor nodes, their corresponding distances, and hop counts
to the sink in choosing the next forwarder. Subsequently,
RLBR does not select a next forwarder that has a greater dis-
tance or hops count to the sink when compared to the current
node. This makes the network lifetime of R2LTO to be higher
than that of the RLBR. The network lifetime of LACQRP is
also compared with RLBR and R2LTO when the initial sensor
node energy is set as 1000 J for increasing packet generation
rate as shown in Fig. 3. The network lifetime of both protocols
decreases as the packet generation rate increases. This is
because the energy consumption of the sensor nodes increases
as the packet generation rate increases. This will subsequently
lead to the first sensor node to deplete its energy source on
time. The LACQRP has a better network lifetime performance
of 89.57% and 8.72% when compared to RLBR and R2LTO,
respectively with increasing packet generation rates at the
sensor nodes. This is because the LACQRP convergences
quickly to the optimal RT that maximizes the minimum of the
sensor nodes’ residual energies. This is against the distributed
routing protocols of RLBR and R2LTO that require more time
to converge to the optimal routing path.

V. CONCLUSION

This paper presents the design of a lifetime-aware central-
ized Q-routing protocol for WSN to maximize the network
lifetime. The sink of the WSN, which also acts as the controller
as enabled by the SDWSN paradigm has global knowledge
of the network information and enables the generation of all
possible distance-based MSTs which are used as RTs. Q-
learning is deployed at the controller to learn the RT that
maximizes the lifetime for the first sensor node to deplete
its energy source. The proposed protocol learns the best RT
that optimizes the network lifetime for the scenario where all
sensor nodes send equal packets periodically in each round to
the sink. The proposed protocol has a better network lifetime
when compared with the distributed RL routing protocols of
RLBR and R2LTO. The limitation of the proposed protocol
is that it depends on an algorithm that generates all MSTs of
a graph. The problem of generating all MSTs of a graph is
NP-hard (computational complexity is exponential). To be able
to implement the proposed protocol in practice, future work
will consider a sub-optimal solution (a solution that does not
guarantee that all MST are found, in a reasonable time). When
all or a subset of MSTs are found the controller will use them
to learn which ones are optimal in terms of network lifetime.
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